
• VVUQ - Validation, Verification, and Uncertainty Quantification
• Verification - Determines if the computational model fits the 

mathematical description.
• Validation - Determine if the model accurately represents the 

real-world application.
• Uncertainty Quantification - Determine how variations in the 

numerical and physical parameters affect simulation outcomes.

• Systems of interest can be examined at a wide range of physical and 
temporal scales using high performance computing

• Multiscale modelling and simulation combines different scales in order to 
make new discoveries and inform critical decisions.

• It is widely applied in fields ranging from the physical sciences, engineering, 
and the life science domain.
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We have created a new simulation
approach that allows us to forecast
movements of refugees and Internally
Displaced People (IDPs) in conflicts.

VECMA’s central objective is, for a
diverse set of multiscale computing
applications, to automate the stages of
VVUQ by developing generic
algorithms and approaches into an
open source toolkit, exploiting the
computational power offered by
existing petascale and emerging
exascale computing environments.

We use computational modelling and
simulation in materials research,
assisting experimental work via
quantitative predictions, economizing
time and resources by steering the
design of new materials.

The computational biomedicine
community is adopting VVUQ procedures
now defined by the FDA. Our research
shows great potential in advancing
biomedicine, particularly in personalised
medicine.

• High-performance computing has unlocked a new dimension in 
scientific research and simulation-based decision making. 

• With this ever-growing forefront of computational power, we 
can simulate increasingly complex systems of interest.

• Exascale computing systems can perform > 1 exaFLOPS, or 
a quintillion calculations per second.

• We currently sit on the brink of the exascale.

 
 

Section 4: Members of the consortium  
 

4.1. Participants (applicants) 

The next sections will describe all partners and their roles in the consortium. 

4.1.1.University College London  

University College London (UCL) London’s Global University was 

established in 1826, is among the top universities in the UK and 

ranked in 5
th
 place worldwide in the QS World University Rankings 

2014/15. It was also the first UK university to welcome female 

students on equal terms with men. Academic excellence and conducting research that addresses real-world 

problems inform its ethos to this day. UCL academics are working at the forefront of their disciplines, 

collaborating with world-renowned organisations such as Intel, BHP Billiton and NASA and contributing to 

influential reports for the UN, EU and UK government. UCL’s academic structure consists of 10 faculties, 

each home to world-class research, teaching and learning in a variety of fields. UCL has 920 professors, 

more than 5,000 academic and research staff, and a nearly 29,000-strong student community.  

The Centre for Computational Science (CCS) at UCL, led by Prof Peter Coveney, is an internationally 

leading centre for innovative scientific research using high performance computing. CCS is currently 

comprised of some 20 members and pursues a diverse range of research unified by common computational 

approaches, from theory and design of algorithms to implementations and middleware on internationally 

distributed HPC systems. The CCS enjoys numerous successful industrial collaborations with companies 

such as Unilever, Schlumberger, Microsoft, Pfizer and Fujitsu. The CCS has developed several HPC 

applications, including the computational fluid dynamics code, HemeLB, for clinical applications in vascular 

disorders such as intracranial aneurysms. The UCL team also maintains other software, tools and services, 

including a second HPC code, LB3D, which supports a number of other biomedical studies, along with the 

Binding Affinity Calculator (BAC), and the Application Hosting Environment (AHE). 

The Department of Structural and Molecular Biology is an integral part of the Institute of Structural and 

Molecular Biology (ISMB), an institute conducting world-class research in the field of protein science. The 

ISMB is a joint institute between UCL and Birkbeck, primarily constituted of the UCL Department of 

Structural and Molecular Biology and the Birkbeck College Department of Biological Sciences, but also 

including the Chemical Biology section of the UCL Department of Chemistry. The department investigates 

areas of modern biology, biotechnology and medicine at the atomic, molecular, cellular and organism levels. 

The National Hospital for Neurology and Neurosurgery (NHNN) is the UK's largest dedicated 

neurological and neurosurgical hospital. It provides comprehensive services for the diagnosis, treatment and 

care of all conditions that affect the brain, spinal cord, peripheral nervous system and muscles. Services 

include specialist neurosurgery, a brain tumour unit, the Hyper-acute Stroke Unit (HASU), an acute brain 

injury unit, the National Prion Clinic, a pioneering neuro-rehabilitation unit, the UK's first interventional 

MRI scanner, the largest specialised neurosurgical ITU and the only neuromedical ITU in the 

country. Together with its neighbour, the Institute of Neurology, it is a major international centre for research 

and training. The Hospital is part of University College London Hospitals NHS Foundation Trust (UCLH). 

The Gupta lab, led by Dr Ravindra Gupta, is based in the Division of Infection & Immunity within the 

Faculty of Medicine at UCL. Their work focuses on four areas; investigating the details of macrophage 

infection in clinical isolates, exploring viral determinants of successful transmission by examining HIV 

genes individually from both acute and chronic infection, studying in vitro HIV drug resistance to protease 

inhibitors and implications for global scale up of antiretroviral therapy, and exploring the minimum host 

requirements of high level HIV control.  

Role in the project 

UCL leads the overall project and will take a substantial role in WP1: Management, particularly in 

coordination of the consortium; WP2: Biomedical Research Activities, particularly in leading the 

molecularly-based medicine exemplar research; and WP6: Workflows and Performance, including the 

deployment of an informatics platform to store data from the project as well as other software tools such as 

HemeLB, BAC and AHE. 
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We use stochastic methods, which can
be used to represent uncertainties due to
the small unresolved scales, taking into
account that these uncertainties are
dynamic, owing to the underlying chaotic
/ turbulent behaviour.

We build and develop models to study
nuclear fusion that potentially provides a
carbon free solution to the provision of
base load electricity, without geo-
political complications.

VECMAtk: An open-source Toolkit for
multiscale VVUQ based on generic multiscale
VV and UQ patterns (software solutions to
reoccurring problems)

Verified Exascale Computing for Multiscale Applications

● EasyVVUQ for VVUQ definitions
● MUSCLE3 for model coupling
● FabSim3 for automation and tool 

integrations
● Quality in Cloud and Grids 

(QCG)/Radical for pilot jobs
● Alpha users testing

VVUQMultiscale Modelling and SimulationHigh-Performance Computing (HPC)

VECMAtk Early Scalability Study

VECMA VVUQ Software Toolkit

The VECMA Consortium

Climate Modelling Migration Prediction Material Science Fusion Energy Biomedicine

vecma.eu @VECMA4 VECMA FET-HPC

FabSim3:
Help users to perform complex remote tasks
from a local command-line, and to automatically
organize their data environment variables when
they perform task.
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EasyVVUQ:
Make it as easy as possible to
implement advanced techniques for
uncertainty quantification for existing
application codes (or workflows).
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QCG Pilot Job Manager:
Lightweight implementation of the Pilot Job
mechanism. It can be easily incorporated
into scientific workflows to provide efficient
and reliable execution of large number of
computational jobs.
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D. Groen, et al., “Introducing VECMAtk – verification, validation and uncertainty
quantification for multiscale and HPC simulations”, Lecture Notes in Computer
Science, 1153, 479-492 (2019), DOI:10.1007/978-3-030-22747-0_36
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