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Extend parallel programming frameworks for the development and execution of advanced
and large-scale Cyber-Physical Systems with High-Performance and Real-Time requirements

The Need of New Generation Parallel Programming Models

OpenMP

v’ Parallel and heterogeneous computing is key to v De facto standard in HPC systems —
cope with high-performance and real-time
requirements of new Cyber-Physical Systems

v Productivity as a goal, including programmability,

v High-level (easy to use) abstraction
v Supported by many chip/compiler vendors

portability, performance and scalability v' Supports task and data parallelism
Parallel programming models are crucial for the v Support for heterogeneous computing by
development of Cyber-Physical Systems expressing host and device parallelism

Objective: Converging HPC and Real-Time

. evolution OpenMP

v Enables the timing characterization of the
parallel execution?

\‘/ Tasking model matches real-time systems 2

nghly heterogeneous computing solutions needed

#1 Enable a versatile and efficient data - #1 Interoperability between parallel Fow
acquisition platform based on FPGA programming models (OpenMP, CUDA, etc.)3

##2 Expose data acquisition/transfer #2 Expose memory model for host to/from
mechanisms in the programming mod accelerator data transfers

#3 Introduce real-time oriented features #3 Expose tasks execution model for scheduling:
in the programming model ~ periodicity, preemption, migration, allocation 4 )

3 “" . . _ .
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Consortium and Roadmap

2 Serrano, et al. “Towards an OpenMP Specification for Critic

Use Cases: Adaptive Optics and beyond
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